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11
This paper considers two important aspects related to the control plane of Traﬃc Engineered IP/MPLS networks: the ‘‘ﬂooding

12
reduction’’ mechanisms and the evaluation of processing cost for signaling and routing protocols. The ﬂooding reduction mechanisms

13
are needed to reduce the amount of information exchanged by Traﬃc Engineering enabled routing protocols. The trade-oﬀ between the

14
amount of information exchanged and the network performance (connection blocking probability) is discussed in the light of speciﬁc

15
aspects of OSPF-TE routing protocol and RSVP-TE signaling protocol. Diﬀerent mechanisms are analyzed and a suggestion is given

16
for the best one. The dynamic aspects related to the time needed to distribute the routing and signaling information are considered. Final-

17
ly, the combined processing cost of routing and signaling is analyzed, and the possible bottlenecks of the architecture are discussed. It is

18
worth mentioning that the discussed results have been derived not only with simulation/analysis but also with measurements coming

19
from a testbed implementation.

20
2005 Elsevier B.V. All rights reserved.
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23
1. Introduction

24
The so-called ‘‘new generation networks’’ handle a huge



dynamically setup and released by means of a proper signal-
37

ing protocol. Each MPLS-TE enabled node supports both a
38

routing protocol and a label distribution protocol. The pos-
39

25 amount of IP traﬃc, a large portion of this traﬃc demands


sible routing protocols are OSPF-TE [4] and ISIS-TE [5],

40

26 more than ‘‘best eﬀort’’ service (for example QoS and reli-

27 ability). Multi-Protocol Label Switching (MPLS) technolo-

28 gy [1] can be useful to cope with these requirements. MPLS

29 can enable smart Traﬃc Engineering (TE) [2,3]
strategies,

30 which handle in the most ﬂexible way the network resources,

31 and react dynamically to traﬃc changes. In this advanced

32 scenario, paths for traﬃc ﬂows can be chosen according to

33 some optimality criteria by the so-called Constraint Based


which extend OSPF and IS-IS respectively. Speciﬁcally,
41

the traditional routing protocols have been enhanced with
42

the ability to carry information related to link attributes/
43

states, to be used for explicit route calculation (e.g., avail-
44

able/reserved bandwidth). The label distribution protocol
45

(or ‘‘signaling’’ protocol) is used to setup the so called Label
46

Switched Paths (LSPs), supporting both explicit route indi-
47

cation and reservation of resources during dynamic LSP set-
48

34 Routing (CBR) algorithm. The input to the CBR algorithm


up. RSVP-TE [6] and CR-LDP [7] are the two ‘‘TE-capable’’


49

35 is the information about the status of the network that is dis-

36 tributed in real-time by the routing protocol. The paths are


label distribution protocols. In the following we will always
50

consider OSPF-TE as the routing protocol and RSVP-TE as
51

the signaling/label distribution protocol. This is consistent
52

with the decisions in IETF to continue with the standardiza-
53

*
Corresponding author. Tel.: +39 06 7259 7450; fax: +39 06 7259 7435.


tion of RSVP-TE rather than CR-LDP [8]. Fig. 1 provides a


54
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representation of the logical entities involved in the TE pro-
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This can be accomplished either with a static set of thresh-
87

olds or with ‘‘dynamic’’ thresholds, by considering the rela-
88

tive variation with respect to the older information. We
89

compare these two approaches, showing that the dynamic
90

approach performs slightly better that the ﬁxed thresholds
91

approach and it is much easier to manage and tune. We will
92

show that these mechanisms can reduce the amount of ﬂood-
93

ing in a network by a large factor (e.g., by 5 or 10 times).
94

After presenting the network and traﬃc models in Sec-
95

tion 2, in Section
3
we will analyze the performance in
96

terms of call blocking probability covering the trade-oﬀ
97

between signaling load and performance. Our results are
98

consistent to those described in the literature ([9–11]) but
99

we introduce noteworthy contributions:
100

IP / MPLS forwarding engine


• the analysis of why the dynamic thresholds are prefera-



101

IP

routing table


MPLS label

swapping table


IP and MPLS


ble to the static one and the reﬁnements of the static
102

thresholds to reach the performance of the dynamic ones
103

• results coming both from simulation and from a testbed
104

implementation with real measurements.
105

Fig. 1. Architecture of a TE enabled node (LER case).

56 cess and of their relationships (including the ‘‘data plane’’

57 elements).

58
We assume that Edge Nodes (LER – Label Edge Rou-


106

We observe that the traﬃc engineering process described
107

so far is a highly distributed process, which can suﬀer of
108

inconsistent co-ordination between the various elements.
109

There are two possible sources of inconsistency that should
110

59 ters) receive the indication of the ‘‘Traﬃc Demands’’ to

60 be supported, and that this is a dynamic process. Note that

61 in this context a Traﬃc Demand (i.e., a ﬂow) is typically an


be taken into account: the ‘‘Information Propagation Time’’

and the ‘‘Imprecise Information’’.

The
Propagation Time
problem is related to the time


111

112

113

62
aggregate
of several IP micro-ﬂows. Once a request has

63 been presented to an Edge Node, we assume that a logical

64 entity, that will be referred to as ‘‘Route Decision Engine’’

65 (RDE), chooses the proper route within the network.1The

66 RDE gathers the information related to the current topol-

67 ogy and resource usage in the network by continuous inter-

68 action with the TE capable routing protocol (OSPF-TE in

69 our assumption). When the RDE has chosen the route for

70 a Traﬃc Demand, the corresponding LSP will be setup

71 using RSVP-TE protocol, which will take care of perform-

72 ing node-by-node admission control and actual resource

73 allocation. OSPF-TE advertises the change of local


needed to propagate the information in the network via sig-
114

naling and routing protocols. In the mean time when the
115

information is not up-to-date, an Edge Node can take
116

incorrect (or sub-optimal) route selection decision. Anoth-
117

er similar problem is related to the race conditions between
118

allocation requests coming from two diﬀerent Edge Nodes
119

and arriving to an internal node almost in the same time,
120

when resources are not enough to accommodate both.
121

Note that in the design of the control architecture the net-
122

work architect has few chances to solve this kind of prob-
123

lems, which are inherent to the distributed approach.
124

Nevertheless, it is important to evaluate their impact on
125

74 resource allocation status to all other LSRs by sending a

75 Link State Update (LSU) message containing a special


the performance of the network.

The Imprecise Information problem is related to the ‘‘re-


126

127

76 kind of Link State Advertisement (LSA) object called opa-

77
que LSA [8]. The object is called opaque because it is ‘‘hid-

78 den’’ to the basic OSPF routing logic, as it is only used by

79 the TE logic. The LSU message is distributed to all LSRs

80 using the OSPF ‘‘ﬂooding’’ procedure. In order to avoid

81 that the information ﬂooding is executed for each minimal

82 change, some ‘‘ﬂooding reduction’’ mechanisms need to be

83 used, so that the origination rate of OSPF-TE LSU mes-

84 sages can be reduced.

85
The basic method to address the signaling ﬂooding prob-

86 lem is the distribution of a ‘‘coarser’’ link-state information.

1
Note that the Route Decision Engine (RDE) is a logical process, from

the physical standpoint it can either run ‘‘on’’ the LER or it can run on a


duced’’ information that can be distributed using OSPF-
128

TE. Due to the ‘‘ﬂooding reduction’’, the information
129

available in the Edge Nodes to take routing decisions will
130

be an approximation of the actual resource status. The
131

impact of this approximation on network performance
132

(e.g., network utilization, call blocking probability) must
133

be evaluated. Note that the network architect has greater
134

control on these aspects, as there are several ﬂooding
135

reduction techniques that can be chosen (and then tuned).
136

A trade-oﬀ can be envisaged between the signaling load to
137

distribute the information and the performance in terms of
138

network utilization and call blocking probability.
139

Some works in the literature describe the problem of
140

Imprecise Information and analyze the network perfor-
141

separate machine connected to the edge node.


mance. The work in [9] focuses on the trade-oﬀ between


142



COMCOM 2938

18 January 2006
Disk Used


ARTICLE IN PRESS

S. Salsano et al. / Computer Communications xxx (2006) xxx–xxx


No. of Pages 11, Model 5+

Sankar (CE) / PadmaPriya (TE)



3

143 the amount of ﬂooding and the network performance in

144 terms of utilization/blocking probability. The aspects of

145 processing cost are not explicitly dealt with. In [10], a sim-

146 ilar evaluation on the trade-oﬀ is given and some process-

147 ing
cost
aspects
are
also
considered
([11]
further

148 investigates on the processing cost aspect). The analysis




Table 1

Network topologies

Topology

7nodes

30nodes



N

7

30



L

44

118



h

1.52

3.96



C (Mb/s)

100

635

149 of processing cost in these works is concentrated on the


averaged among all node pairs h
and the link capacity C


178

150 routing protocol aspects and on the calculation of CBR

151 algorithms. The processing cost related to the signaling

152 protocol for path setup is not considered. We believe that

153 this cost cannot be neglected and an important contribu-

154 tion of our work is the combined evaluation of processing

155 cost for routing and signaling protocols given in section 0.

156 Note that the work in [9–11] was based on generic assump-

157 tions regarding TE-enhanced routing and signaling proto-


(Mb/s). The reason to have two diﬀerent topologies is that
179

the smaller 7nodes topology could be implemented both in
180

the simulation study and in a testbed (see II. C below),
181

allowing to compare simulation results with real measure-
182

ments. The 30nodes topology (the same used in [12]) was
183

used to have simulation results for a network size compa-
184

rable with a real life scenario.
185

158 cols, as the protocols were not yet deﬁned. In this paper

159 we could consider the actual behavior of OSPF-TE,


2.2. Traﬃc model and CBR algorithm


186

160 RSVP-TE and their interaction and even provide results

161 coming from a testbed implementation. To conclude the

162 survey on relevant literature, a very detailed analysis of

163 processing cost for OSPF-TE has been performed in [13],
164 anyway the focus of that work was on the stability issues

165 of OSPF and the results cannot be applied in our context.

166
To the best of our knowledge, the issue of Propagation

167 Time, i.e., the impact of the short-term dynamics of OSPF-

168 TE and RSVP-TE has not been thoroughly analyzed

169 before, and this constitutes a second important novelty of

170 our work, reported in Section 4. The goal is to deﬁne the

171 operational range where there is no impact of this inconsis-

172 tency on the network operations.

173
2. Network and traﬃc models

174
2.1. Network model

175
Two diﬀerent network topologies have been considered

176 for our study (Fig. 2). Table 1 reports the number of nodes

177
N, the number of unidirectional links
L, the hop count


In order to model the oﬀered traﬃc, we considered two
187

diﬀerent traﬃc models, a ‘‘uniform’’ model and a ‘‘non-
188

uniform’’ one.
189

We denote every (source, destination) couple as a Traf-
190

ﬁc Relation, the arrival rate of Traﬃc Demands within
191

each Traﬃc Relation
i
is denoted as ki(s1). Under the
192

uniform model, each node generates traﬃc requests
193

directed to all other nodes of the network, according to
194

a Poisson process, with uniform random selection of des-
195

tination nodes, therefore ki= k
"i. The total arrival rate
196

of Traﬃc Demands originating in each node is denoted
197

as
knode= (N
1) k.
198

In the case of ‘‘non-uniform’’ model, the composition of
199

two request arrival processes is considered. In addiction to
200

a background uniform traﬃc, of rate
kBG(s1) per each
201

traﬃc relation, we have a foreground traﬃc generated by
202

a number of hot-spot pairs, with rate kFG(s1). According
203

to [10], we varied the amount of this foreground traﬃc in
204

respect of total oﬀered load up to 30%.
205

We model connection holding times using a negative
206

exponential distribution where T is the mean holding time.
207

The bandwidth of each Traﬃc Demand is uniformly dis-
208

7nodes


tributed between 0 and 2b of the capacity
C
of a link.


209

Therefore, the mean value of a single Traﬃc Demand is
210

bC. The oﬀered load for each traﬃc relation
i
will be

RioјkiTbC (bit/s). In the simulation scenario used in this

paper we set T = 200 s (a relatively short ﬂow duration in

order to have a quite dynamic scenario).


211

212

213

214

In order to characterize the oﬀered load to the network,
215

we deﬁne a ‘‘normalized’’ oﬀered load assuming that all the
216

traﬃc demands are routed through a shortest path. We
217

denote hithe shortest path length of the traﬃc relation i,

hence the normalized oﬀered load becomes (NTRis the

number of Traﬃc Relations):


218

219

220

qSPј


XTR
iј1


,XL

	R
	i

Ohi


jј1



Cj.



222

Fig. 2. Network topologies.


In the ‘‘uniform’’ traﬃc model the normalized traﬃc
223

load becomes, as NTR= N(N
1):
224
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R+
226


qSPј


iј1


kTbh L ј NрN
1ЮkTbh=L.


i3
i2

R+
R


R

R-



R+
227 where h is the mean distance (in number of hops) between

228 nodes, averaged across all traﬃc relations (i.e., all pairs of

229 Edge Nodes).

230
In the non-uniform model we can divide the total oﬀered




i1

R-

R

R-

231 load in the two background and foreground components:

,


Static

thresholds


t=t1t=t2t=t3
Dynamic

thresholds

233


qSPј


XTR
iј1


kBGTbh
L ю


N
XSPOT

iј1


kFGTbhi=L


Fig. 3. Static and dynamic thresholds.

234
We considered a CBR algorithms. that favors an evenly

235 distribution of the traﬃc in the network even if it means

236 considering longer path (‘‘least resistance’’
[14]). The cost

237
Siof each link i is Siј BT=BAi
where BTis the maximum

238 link bandwidth in the network, and
BAi
is the available

239 bandwidth in the link i. Links with not enough bandwidth

240 are pruned as well.

241
2.3. Simulation environment and testbed

242
We implemented a ‘‘custom’’ event-based simulator for

243 the OSPF-TE/RSVP-TE environment. The simulator is

244 developed in C++ under the Linux OS, and is available


Using static thresholds, the link capacity is divided in
275

intervals, limited by upper and lower threshold levels. In
276

order to limit the eﬀect of the inaccuracy introduced by
277

the thresholds, it is sensible to ﬁx just a few threshold levels
278

in the lower part of link bandwidth occupancy and much
279

more levels in the higher part of link bandwidth occupancy
280

(near congestion). There is a large degree of freedom in the
281

choice of the number and of the values of the threshold lev-
282

els. In order to experiment with the diﬀerent choices it is
283

reasonable to deﬁne families of static threshold mecha-
284

nisms that can be characterized by few parameters. The
285

two families of threshold mechanisms (‘‘logarithmic’’ and
286

‘‘3-piece-linear’’) that we have considered are described in
287

245 at [15]. The simulator is able to consider two diﬀerent sce-

246 narios. In the ﬁrst one there is the assumption of ‘‘ideal’’

Appendix A. Additional details about the use of threshold

values are given in Appendix B.


288

289

247 (e.g.,
instantaneous)
propagation
of
RSVP-TE
and

248 OSPF-TE information (see results in section 3). In the sec-

249 ond scenario the real propagation of OSPF-TE and RSVP-


The dynamic threshold approach assigns an initial
290

threshold level on the empty link and calculates next upper
291

and lower levels as functions of currently advertised reser-
292

250 TE information (see results in Section 4) is considered in


vation amount. Let C be the link capacity and R the cur-


293

251 the simulation by taking into account the processing and


rently advertised reserved bandwidth, the upper and
294

252 transmission time of RSVP-TE and OSPF-TE messages.

253
The testbed is composed of 7 PCs with a Linux Operat-

254 ing System (RedHat 7.1), which are interconnected by


lower thresholds are calculated, respectively, as

Rюј R ю F  рC
RЮ;
R
ј R
F  рC
RЮ.


295

297

255 point-to-point Ethernet links (100 Mb/s) according to the

256 topology shown in Fig. 2 (7nodes topology). Each PC rep-

257 resents a network node with a fully functional implementa-


Note that, as desired, the diﬀerence between upper and
298

lower thresholds becomes narrower when the available
299

bandwidth decreases. Note also that a larger value of
300

258 tion of the MPLS-TE control plane (including OSPF-TE


F(0 < F < 1) means more spaced dynamic threshold levels


301

259 and RSVP-TE daemons, Route Decision Engine, Traﬃc


and a coarser vision of network status in the RDEs.
302

260 Request Generator). The software packages installed and

261 active on the test bed are: MPLS provided by Sourceforge

262
[16], RSVP-TE daemon from TEQUILA project
[17]
and

263 OSPF daemon by GNU Zebra software, version 0.92
[18]

Fig. 3 provides a sketch of the two mechanism.

3.1. Results and discussion


303

304

264 patched with TE extensions. It implements OSPF v.2

265 according to [19] with Opaque LSA capabilities [20]. Addi-

266 tional details on the testbed can be found in [21,22].

Let us analyze the trade-oﬀ between the amount of
305

ﬂooding and the network performance in terms of connec-
306

tion blocking. We started with a simulation analysis, in the
307

scenario of ‘‘ideal’’ (e.g., instantaneous) propagation of
308

267
3. ‘‘Resource thresholds’’ mechanisms


RSVP-TE and OSPF-TE information.

The main results are reported in Figs. 3–6.2The leftmost


309

310

268
The idea of resource threshold mechanisms is to adver-

269 tise only signiﬁcant changes of link state information.

270 Therefore, a single advertisement is typically performed

271 after a number of LSP setups and releases, instead of com-

272 municating the change of network status for each setup

273 (release) of an LSP. The threshold mechanisms can be clas-

274 siﬁed in static and dynamic ones.


value of the curves represents the network behavior with no
311

threshold mechanisms (perfect vision). When we have a
312

coarser information (smaller number of thresholds in the
313

2
30nodes
topology,
b = 0.05; for the static thresholds: logarithmic

function a = 104. The ﬁgures are obtained under the uniform traﬃc model,

but no diﬀerence can be noticed under the non-uniform traﬃc model.
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0,20



Looking at Figs. 3–6, we observe that there is a region



329

0,18

0,16

0,14

0,12

0,10

0,08

0,06

0,04

0,02

0,00

no_thresholds
14



ρ

ρ

ρ



10



7



4



2


(starting from the left) where the blocking probability does
330

not increase signiﬁcantly while the OSPF-TE message
331

ﬂooding is greatly reduced. This suggests that the optimal
332

working point is where the blocking probability start to
333

increase: in the given scenarios 7 thresholds for the static
334

thresholds or F = 0.7 for the dynamic ones.
335

We deﬁne as ‘‘merit’’ factor the ratio between the
336

amount of ﬂooding with thresholds and without thresh-
337

olds. For oﬀered load 0.6, this factor is 3.1 for static-
338

Number of Samples

threshold and 10.6 for the dynamic thresholds, respectively
339

at 7 thresholds and at F = 0.7 where the blocking probabil-
340

0,20

0,18


Fig. 4. Static thresholds: ﬂooding.


ity is still under control. In Fig. 8 we compare 3-piece linear

(b = 0.75, c = 0.95) static thresholds with 14 and 7 levels,

logarithmic (a = 104) static thresholds with 14 and 7 levels

and dynamic (F = 0.7) thresholds. The 3-piece linear and


341

342

343

344

0,16

0,14

0,12

0,10

0,08

0,06

0,04

0,02

0,00



ruoting failures
setup failures

ρ

ρ

ρ


the logarithmic thresholds have the same merit factor
345

(1.7) for 14 levels while the 3-piece linear yields a larger
346

reduction (merit factor 3.3) than the logarithmic (2.2) for
347

7 levels. The dynamic thresholds have the larger merit fac-
348

tor (7.3). Note that the connection blocking probability
349

using static mechanisms with 14 thresholds is unchanged
350

with respect to the case without any threshold method,
351

and only minimally increased using static mechanism with
352

no_thresholds
14


10


7


4


2


7 thresholds or dynamic mechanisms with F = 0.7.


353

Number of samples
Fig. 5. Static thresholds: connection blocking probability.

0,20

0,18

0,16

ρ

0,14



0,16

0,14

0,12

0,10

0,08



ρ

ρ

0,12

0,10

0,08

0,06

0,04


ρ

ρ


0,06

0,04

0,02

0,00


ruoting failures
ρ

setup failures
0,02

0,00

no_thresh. 0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

Parameter F
Fig. 6. Dynamic thresholds: ﬂooding.

314 static scenario, larger F in the dynamic one) we can drasti-

315 cally reduce the amount of ﬂooding (the number of LSU

316 messages originated per link per second is shown). On

317 the other hand, blocking probability starts to increase

318 when the information is too coarse. The analysis is report-

319 ed for three diﬀerent values of the ‘‘conventional’’ oﬀered

320 load qSPfrom 0.6 up to 0.8. The typical operating point

321 should be qSP= 0.6 or less, where the blocking probability

322 is around 2%, while qSP= 0.7 and qSP= 0.8 can be already

323 considered overload conditions, considering that the block-

324 ing probability is respectively in the order of 8% and 14%.




0,18

0,16

0,14

0,12

0,10

0,08

0,06

0,04

0,02

0,00


no_thresh. 0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

Parameter F
Fig. 7. Dynamic thresholds: connection blocking prob.

0,165
Flooding rate per link (1/s)

Connection Blocking Probability

0,098
0,097

0,074

0,050

0,023



359

360

361

325 Note that we will not show 95% conﬁdence intervals of


No


Static


Static 3pl


Static


Static 3pl


Dynamic

326 simulation results, however results are averages over long

327 runs and such conﬁdence intervals are always smaller than


Thresholds


Logaritm.

Thresh.

(n=14)


Thresh.

(n=14)


Logarithm.
Thresh. (n=7)
Thresh.

Thresh. (n=7)
(F=0.7)


362

363

328 3% of the value.


Fig. 8. Static vs. dynamic threshold.
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Several simulations have been carried out for the two



ing probability for an oﬀered load qSP= 0.7 is split into



392

365 considered network topologies, under diﬀerent load scenar-

366 ios and diﬀerent traﬃc models: using the dynamic thresh-

367 olds with
F = 0.7, we obtained a merit factor ranging

368 from 8 to 15 without aﬀecting in signiﬁcant way the net-

369 work performance (same blocking probability). The results

370 with static thresholds are not equally stable. Comparing


the two components of ‘‘routing’’ failures and ‘‘setup’’
393

failures. The former ones represent the connections reject-
394

ed by the CBR algorithm in the ingress Edge Node, the
395

latter ones the connections which are accepted by the
396

CBR algorithm, but then rejected by the RSVP-TE setup
397

procedure due to the local admission control in one of the
398

371 the static thresholds with the dynamic ones, we think that


crossed nodes. According also to
[9], we note that the


399

372 it is much easier to reduce OSPF-TE protocol message

373 exchange with the dynamic ones. Moreover, we can say

374 that the dynamic threshold mechanism is simpler to be con-

375 ﬁgured because only the value of F needs to be ﬁxed. This

376 means that one does not have to conﬁgure all the threshold

377 values in the routers as in the static thresholds. The use of


coarser the information, the larger the number of connec-
400

tions that are rejected during the setup phase, originating
401

an unneeded signaling in the network. This suggests that a
402

more detailed analysis should be performed to take into
403

account also the signaling load in the deﬁnition of the
404

optimal working point. This analysis will be carried out
405

378 dynamic thresholds could represent an important improve-

379 ment with respect to the currently used static thresholds.

380
In order to validate the simulation analysis, the dynamic

381 threshold mechanism has been implemented in our testbed


in Section 0.

4. Impact of message processing/transmission time


406

407

382 and various experiments have been carried out in parallel

383 with the simulation environment with the 7nodes topology

384 (identical to the testbed topology). The main results are

385 reported in
Figs. 9 and 10. These two ﬁgures represent a

386 comparison between the simulated scenario and the emu-

387 lated one (testbed). An oﬀered load
qSP= 0.7 is used. As

388 can be seen from the ﬁgures we have obtained in the test-


As we have observed in the previous section, there is a
408

good agreement between the results coming from the ‘‘ide-
409

al’’ simulator and from the testbed. We recall that in the
410

simulations analyzed in the previous section, an ideal
411

behavior for both reservation and routing protocol has
412

been assumed. This means that all processing and propaga-
413

tion times of control plane messages were considered to be
414

389 bed the same behavior as in the simulation.


null.


415

390
The ﬁnal consideration in this section concerns the sig-

391 naling load due to RSVP-TE. In Figs. 5 and 7
the block-

45

40

Simulator

35

Testbed

30

25

20


The agreement between simulation and testbed results
416

seems to imply that there is no impact of the RSVP-TE
417

and OSPF-TE delays in propagating signaling messages.
418

In this paragraph, we want to verify under which operating
419

conditions this assumption is valid. To analyze the impact
420

on network performance of RSVP-TE and OSPF-TE
421

delays, as a function of the overall connection requests
422

rate, we introduced the processing delays in the simulator
423

and considered the actual behavior of RSVP-TE and
424

15


OSPF-TE in propagating their messages.


425

10

5

0



0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

Value of parameter F
Fig. 9. Flooding reduction comparison.


As a preliminary step, we had to ﬁgure out the charac-
426

teristic delays of RSVP-TE and OSPF-TE messages. The
427

value for the processing/propagation time of an OSPF-
428

TE LSU has been taken from [23]. Our simplifying hypoth-
429

esis is that this delay remains constant from hop to hop and
430

over time. Therefore, the propagation time of an LSU
431

ﬂooding procedure is linear with the number of hops
432

0,08

0,07

0,06

0,05

0,04

0,03

0,02

0,01

0



Simulator

Testbed

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

Value of parameter F
Fig. 10. Blocking probability comparison.


crossed. The value of a single hop processing/propagation
433

time has been set to 34 ms.
434

RSVP-TE messages (Path, Resv, PathTear, and Resv-
435

Tear) processing/propagation times were taken from [24].
436

Again, we made the simplifying assumption that all these
437

times remain constant during the evolution of a simulation,
438

as if they were independent from the number of reservation
439

sessions installed. We considered values of 14, 14, 6, and
440

20 ms respectively for Path, Resv, PathTear, and ResvTear
441

processing/propagation times.
442

These delays add inaccuracy in the RDE vision of net-
443

work status. Each router will have a diﬀerent vision of
444

the status of network occupation, and this vision in general
445

is not aligned with the real one. Similarly to the eﬀect of a
446
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447 threshold mechanism this will cause the RDE not to always



ered value of 1/fnode. The impact on blocking probability



488

448 select the optimal paths for LSPs.

449
By means of simulations, we analyzed the impact of the


starts when the inter-arrival time of calls concerning a node
489

is in the order of the characteristic times of routing and sig-
490

450 inaccuracy on network performance. A scenario with no

451 thresholds is analyzed, in order to consider this phenome-

452 non in isolation, the load qSPis 0.7. Under the typical sce-

453 nario assumed so far, with the total requests arrival rate


naling procedures.

5. Combined routing/signaling processing cost


491

492

454
knode
of 0.07 s1, we noticed no impact of processing/trans-

455 mission delays. Therefore, we started to increase the rate of

456 incoming LSP requests in the network. To have a fair com-

457 parison, we kept the network load constant, therefore we

458 reduced the connection holding time. We were able to


In this section, we evaluate the processing cost of the
493

combined OSPF-TE/RSVP-TE architecture. We will show
494

that threshold mechanisms are eﬀective in decreasing the
495

load component due to OSPF-TE, and that the RSVP-
496

TE processing load must be carefully considered as it con-
497

459 understand when the considered delays start to be inﬂuent


stitutes the system bottleneck.


498

460 on network performance. Fig. 11
reports the connection

461 blocking probability and setup failures versus the total

462 arrival rate for the ‘‘ideal’’ system and the system with pro-

463 cessing/transmission delays. The blocking probability of

464 the ideal system is obviously not dependent on the arrival

465 rate. It can be seen that RSVP-TE and OSPF-TE messages

466 delays start to inﬂuence the connection blocking probabil-

467 ity in the system with processing/transmission delays when


The evaluation is based on the deﬁnition of a theoretical
499

model of processing costs, combined with the simulator
500

environment. Using our simulator, we can evaluate the
501

number (and the rate) of OSPF-TE ﬂooding procedures
502

that are started by a node. We can also count the number
503

of RSVP-TE messages (Path, Resv, PathTear, and Resv-
504

Tear). Then we are able to evaluate the total processing
505

cost by multiplying the processing cost of each message
506

468 the request rate is increased by a factor of 20. The degrada-


wmsgfor its rate rmsg.


507

469 tion of connection blocking is relatively mild, considering

470 that for an increase of request rate by a factor of 100, it


We will also conﬁrm the theoretic/simulation model
508

results with measurements performed in the tested, related
509

471 goes from 8% to 9.5%. On the other hand, the inaccurate

472 vision of network status causes a rapid growth of setup fail-

473 ures, which are almost null in our initial scenario with knode

474 of 0.07 s1. When
knode
is 20 times higher (
1.4 s1), the


to message rates and to the CPU load.

5.1. Message processing cost


510

511

475 setup failures are in the order of 3% of oﬀered calls.

476
In order to understand the previous results, consider

477 that a node is concerned by a connection when it is source,

478 destination or in the path of an LSP. Let fnode be the arrival

479 rate
of
Traﬃc
Demands
that
‘‘concern’’
a
node:

480
fnodeјknode рh ю 1Ю, where h
is the mean length of LSPs


Let us consider the diﬀerent components of processing
512

cost in a TE enabled MPLS network. A component is relat-
513

ed to the OSPF-TE messages due to the ﬂooding of state
514

information. Another component is the processing cost of
515

the LSP setup (and release) messages via RSVP-TE proto-
516

col. Due to the soft state approach, the processing related
517

481 that are setup (the blocking probability is neglected). 1/


to RSVP refresh messages must be also considered.


518

482
fnode
will be the mean inter-arrival time of two connections

483 that concern a node. Approximating
h
with the shortest

484 path, we have that 1/fnode = 3.25 s for
knode = 0.07 s1.

485 According to the assumed values, the characteristic times

486 of RSVP-TE and OSPF-TE procedures are in the order

487 of 50–100 ms, that is 30–60 times smaller than the consid-

0,14

Pb with delays

Pb "ideal"


The processing cost for each message obviously depends
519

on the speciﬁc implementation of OSPF-TE and RSVP-
520

TE. In general it can be dependent on the network topolo-
521

gy (e.g., on the size of the network) and on the network sta-
522

tus (e.g., number of established LSPs). In order to perform
523

our evaluation what we need is actually the relative pro-
524

cessing cost of the messages, rather that their absolute val-
525

ues. For this purpose, we take as reference the processing
526

cost of an OSPF Link Status Update (LSU) message con-
527

taining the ﬁrst copy of a Link State Advertisement (LSA)
528

0,12

0,1

0,08

0,06

0,04

0,02

0


Setup Failures with delays

0
2
4
6
8
10
12
14
16
18

	Request Rate per Node (s
	-1
)


Fig. 11. Network performance vs. total request rate.


received by a router. We assume that one unit of processing
529

cost is needed to check that the LSA is not yet ‘‘installed’’
530

in the database, to install it and to prepare a copy of it to
531

be sent to all other interfaces but the receiving one. We can
532

now in general deﬁne the processing cost of the other mes-
533

sages with reference to this processing unit, using a set of
534

generic parameters as shown in the third column of Table
535

2. For example a1is the relative processing cost of a
536

‘‘Copy-LSA’’ message with respect to the ‘‘First-LSA mes-
537

sage. The processing cost of RSVP-TE messages is actually
538

split into two factors,
Q
and
bii = 1–5 for the diﬀerent
539

RSVP-TE messages.
Q
represents the relative processing
540
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Table 2

Control plane messages

Message

‘‘First-LSA’’
‘‘Copy-LSA’’
Path

Resv

PathTear

ResvTear

RefreshPath



Notation

wﬁrstLSA

wcopyLSA

wPath

wResv

wPathTear

wResvTear

wRefrPath



Processing unit

Generic

1

a1
Q

Qb1
Qb2
Qb3
Qb4



Assumed

1

0.5

5

6

3

7

2.5



50

40

30

20

10

0

0,1



OSPF No Thresholds

OSPF Dynamic Threshold (F=0.7)

RSVP No Thresholds

RSVP Dynamic Threshold (F=0.7)

0,2



0,3



0,4

RefreshResv


wRefrResv


Qb5


2.5


Request Rate per Node (s-1)
Fig. 12. Number of messages per second.

541 cost of a Path message with respect to a First LSA message:

542
Q = wPath/wﬁrst LSA. The factor bi, for each RSVP-TE mes-

543 sage represents its relative processing cost with respect to a

544 Path message.

545
The exact parameter values are obviously dependent on

546 the speciﬁc protocol implementations and also on the net-

547 work operating point. For the purpose of this paper, we

548 assumed reasonable values starting from the results avail-

549 able in the literature. In particular, [24] have been used to

550 infer the relative processing costs of RSVP-TE messages.




sponding the refresh rate RR (s1). In the following, we

will denote hLSPthe average number of hops of an LSP,

leaving out the dependence on the speciﬁc LSP x. A failed

setup of an LSP (see Fig. 13) will generate h(y) Path messag-

es, r(y) Resv messages up to the node where the reservation

fails, r(y) ResvError and ResvTear to tear down the part of

the LSP attempted to set up, and h(y)r(y)
PathError to

advertise source node about the setup failure.



583

584

585

586

587

588

589

590

551
[24]
has been compared to [23], where the processing cost

552 of OSPF messages is discussed, in order to estimate the val-

553 ue of Q. The RSVP-TE processing in typical implementa-

554 tions is dependant on the number
nlink
of active sessions

555 per link, that can be evaluated as


Utilizing our testbed implementation we measured the
591

exact number of messages exchanged among the nodes.
592

We studied the behavior of the whole architecture in term
593

of packets exchanged by the two protocols, OSPF-TE
594

and RSVP-TE, comparing a scenario without any thresh-
595

old mechanism with the one utilizing the Dynamic
596

557
nlinkјktotр1
PBЮT
h=L.


Thresholds with parameter
F
set to 0.7.
Fig. 12
reports


597

558
In our scenario we have a relatively low number of

559 active sessions per links (in the order of 20), therefore we

560 assumed a processing cost for RSVP-TE close to the min-

561 imum values reported in [24].
562
5.2. OSPF-TE and RSVP-TE message rates

563
According to the OSPF behavior, each ﬂooding proce-

564 dure results in the exchange of a number of LSU messages

565 that depends on the topology of the network. For a given

566 topology (only point-to-point links are considered) with

567
N
nodes and average degree
D, the number of messages

568 that
are
generated
by
each
ﬂooding
procedure
is

569
NЖ(D
1) + 1 (see Appendix C). These messages may cor-

570 respond to two diﬀerent processing costs in the node. If an

571 (Opaque) LSA is received from a router for the ﬁrst time, it

572 has to store it and to send it to all the interfaces. When fur-

573 ther copies of the same (Opaque) LSA are received, the

574 node simply discards them, resulting in a lower processing

575 cost. In particular in a ﬂooding procedure there will be

576
N
1 ‘‘ﬁrst-LSA’’s and NЖ(D
2) + 2 ‘‘copy-LSA’’s.

577
Each successful LSP setup will generate a number h(x)of
578 Path and Resv messages, where h(x)
is the number of hops

579 of the LSP x. The release of the same LSP will generate a

580 number h(x)
of PathTear and ResvTear messages. During

581 the lifetime of the ﬂow the soft state nature of the LSPs will


the results of these measures representing the message
598

rate for each protocol, in both scenarios, versus the
599

request rate per node knode. We can see that introducing
600

an eﬃcient threshold mechanism, OSPF-TE ﬂooding is
601

enormously reduced, while the number of RSVP messages
602

exchanged are ‘‘lightly’’ increased, by the presence of the
603

Setup Failures.
604

5.3. Deﬁnition of processing cost model and results
605

We started by considering the scenario where no ﬂood-
606

ing reduction techniques are used: a ﬂooding procedure is
607

executed for each state change. We consider the ideal case,
608

where there is no delay in transmission and processing of
609

OSPF-TE and RSVP-TE messages. Under these assump-
610

tions, the Edge Nodes have a perfect vision of the network
611

status and there will be no blocking at the RSVP-TE level.
612

Let ktotbe the total arrival rate of traﬃc demand to the net-
613

work, PCBRB
the blocking rate due to refusals of the CBR
614

algorithm in the originating Edge Node and nLSPthe mean
615

number of active LSP. The processing cost for this scenario
616

is
617

Ptotј 2ktotр1
PCBRBЮhLSP рN
1ЮwfirstLSAю2ktot
 р1
PCBRBЮhLSP ЅN рD
2Ю ю 2 wcopyLSAюktot

 р1
PCBRBЮhLSP рwPathюwResvюwPath
TearюwResv
TearЮ
582 originate h(x)
Path and Resv messages with a rate corre-


ю nLSP
RR
hLSP рwRefr
PathwRefr
ResvЮ.


619
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620 The ﬁrst two terms represent the processing load for OSPF-

621 TE messages: each call setup that is accepted spans on

622 average hLSPlinks and on each links it triggers one ﬂooding

623 procedure for the setup and one for the release; the ﬂood-

624 ing procedure in turn generates (N
1) ‘‘ﬁrst’’ LSA mes-

625 sages and N(D
2) + 2 ‘‘copy’’ LSA messages. The third

626 term represents the RSVP-TE messages that are exchanged

627 during the successful setup and release of the LSP. The

628 fourth term takes into account the RSVP-TE messages

629 related to the maintenance of RSVP soft state: RR is the




300

250

200

150

100

50

0



OSPF-TE



RSVP-TE

Refresh

RSVP-TE

630 refresh rate (s1).

631
If we consider the scenario with ﬂooding reduction tech-

632 niques and real processing and transmission times of

633 OSPF-TE and RSVP-TE messages, the setup of an LSP

634 may fail with a probability
PRSVPB. The processing cost

635 can be represented by

1

Ptotј 2ktotр1
PCBRBЮhLSP рN
1ЮwfirstLSAю2ktot

0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9

Value of parameter F
Fig. 14. Total processing cost and its components.

To conﬁrm these theoretic values, we performed some
654

similar measurements in the testbed. We measured process-
655

ing load in each node in terms of percentage of CPU usage
656

M


in the two diﬀerent scenarios: the ﬁrst one without any
657

 р1
PCBRBЮhLSP1 ЅN рD
2Ю ю 2 wcopyLSAюktot

threshold mechanism (upper part of Fig. 15) and the sec-


658

M


ond one where the Dynamic Threshold mechanism is
659

 р1
PCBRBЮр1
PRSVPBЮhLSP рwPathюwResvюwPathTear

ю wResvTearЮ юktotр1
PCBRBЮрP RSVPBЮh0LSP рwPath


implemented with factor
F
set to 0.7 (bottom part of

Fig. 15). The ﬁgures show the measured CPU processing


660

661

637


ю xwResvюxwResvErrюxwResvTearю р1
xЮwPathErrrЮ
ю nLSPRR
hLSP рwRefr
PathюwRefr
ResvЮ.


loads related to the two protocols (averaged on all the net-
662

work nodes) versus the requests arrival rate. All measure-
663

ments were been taken in the testbed during simulations
664

638
We notice that the ﬁrst two terms are reduced by the


with network load qSP= 0.7. The reduction of OSPF ﬂood-


665

639 merit factor
M of the ﬂooding reduction technique. The

640 term related to the RSVP load has been split into two terms

641 that take into account the LSPs that are successfully setup

642 and the LSPs that are rejected by RSVP. h0LSP
is the mean

643 length of LSPs that experience a setup failure. The param-

644 eter x takes into account the number of hops of the LSP

645 that can be setup before ﬁnding a node that rejects the

646 request (see Fig. 13).

647
Fig. 14
reports the total processing cost versus the

648 parameter
F
of
dynamic
thresholds
(oﬀered
load

649
qSP= 0.7,
b = 0.05, NSFNET topology,). The total pro-

650 cessing cost is split among the routing component, the


ing by means of Dynamic Threshold mechanism signiﬁ-
666

cantly reduces the total processing load while the increase
667

of RSVP-TE load due to the presence of setup failures is
668

negligible.
669

2,5

No thresholds
2

1,5

651 RSVP-TE (setup and release) and the RSVP-TE refresh.

652 The processing cost of each message is as shown in the last

653 column of Table 2.


1

0,5

0

0,1



0,2



0,3


RSVP-TE

OSPF-TE



0,4

Path

Admission

Contol Error

Path Error



Path

Resv

Resv Error

Resv Tear



Path

Resv

Resv Error

Resv Tear



2,5

2

1,5

1

0,5

0

0,1


Request Rate per Node (s-1)
Dynamic  thresholds 
No thresholds

RSVP-TE

0,2
0,3

Request Rate per Node (s-1)


OSPF-TE
0,4

Fig. 13. Failed setup procedure.


Fig. 15. Processing load.
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670
The ﬁrst important result is that the use of dynamic

671 thresholds is eﬀective in reducing the overall processing

672 cost: RSVP-TE processing does not increase in a signiﬁcant

673 way due to setup failures when the network vision become

674 coarser. On the other hand, the overall reduction is less

675 than it was expected considering the large reduction of

676 OSPF-TE ﬂooding. The RSVP-TE cost component, which

677 is basically independent of the ﬂooding reduction technique

678 (see Fig. 14), accounts for the most part of the total pro-

679 cessing cost in the region where these ﬂooding reduction

680 techniques are eﬀective. In particular, the RSVP-TE refresh




90

75
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45

30

15

0



logarithmic 



3-piece linear

681 component has a great impact on the total processing (see

682
Fig. 14), suggesting that attention should be paid to reduce

683 it. In particular, aggregate refresh mechanisms, as well as

684 the reduction of refresh rate (we have considered the

685 default refresh rate of 1/30 s1) could be considered. Our

686 analysis suggests that while total OSPF-TE processing cost


0
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4
5
6
7
8
9
10
11
12
13
14

Samples
Fig. 16. Static threshold levels.

ing to [25], the threshold levels can be arbitrarily ﬁxed while



723

687 can be controlled with dynamic threshold mechanisms, the

688 total RSVP-TE processing cost represents a potential

689 bottleneck.


the default is set to 14 levels. These 14 default levels actu-
724

ally deﬁne a 3-piece-linear function (see Fig. 16). We gener-
725

alize this function, assuming that each linear piece will
726

cover one third of the deﬁnition interval and considering
727

690
6. Conclusions

691
In this work, we ﬁrst analyzed the eﬀectiveness of the


two parameters
b
and
c
such that
F (1/3) = b
and
F (2/

3) = c (0 < b < c < 1). A speciﬁc threshold setting for this

family is identiﬁed by (M, b, and c). Therefore, there are


728

729

730

692 ﬂooding reduction techniques for OSPF-TE in a MPLS-

693 TE network. The trade-oﬀ between the amount of ﬂooding

694 and the connection blocking probability has been analyzed

695 for diﬀerent mechanisms. The result is the selection of the

696 dynamic threshold mechanism as the most eﬃcient and

697 simplest one.

698
This analysis has been ﬁrst performed assuming an

699 instantaneous propagation of the signaling/routing infor-

700 mation. Then, the transmission and processing delays of

701 OSPF-TE and RSVP-TE have been considered. This sec-

702 ond analysis was able to identify the operating conditions

703 under which these transmission/processing delays do not

704 impact on the network performance.

705
Finally, the aspects of combined processing cost for

706 routing and signaling have been analyzed. It is shown that

707 the signaling processing cost does not increase signiﬁcantly

708 when the ﬂooding reduction mechanism are used, therefore

709 the goal to reduce the overall processing cost is met. On the

710 other hand, the analysis showed that the processing cost of

711 signaling represents the largest part of processing cost and

712 may constitute the system bottleneck.


two degrees of freedom in adjusting the shape of the func-
731

tion to be sampled. The second family we considered is
732

based on a logarithmic function: F (x) = ln(ax)/ln(a), with
733

a
M. The parameter a deﬁnes the shape of the sampled
734

function, with small a
(e.g., a = 103) the function will be
735

more similar to a linear function. For higher
a
(e.g.,
736

a = 106) there will be less detailed information when the
737

link is not loaded and much more precise information
738

when the link is heavily loaded. Using this ‘‘logarithmic’’
739

mechanism, a speciﬁc choice of thresholds is identiﬁed by
740

(M, a), i.e., we have a single parameter to change.
741

Appendix B. Avoiding oscillations with static thresholds
742

The basic approach is to communicate the middle value
743

of
an
interval
when
a
threshold
is
crossed
[10]:
744

L(k) = (F (k/N) + F ((k + 1)/N))/2.
This
may
lead
to
745

unneeded ﬂooding when the bandwidth oscillates around
746

a threshold level. In
[25]
it is suggested to use diﬀerent
747

increase and decrease thresholds to notify the increase
748

and the decrease of bandwidth occupancy, trying to avoid
749

this oscillation. The ‘‘increase’’ threshold F+(k/N) and the
750

713
Appendix A. Families of static threshold mechanisms

714
Each family can be represented by an increasing func-

715 tion F (x) deﬁned in the interval 0 < x < 1, with range from


‘‘decrease’’ threshold F
(k/N) can be deﬁned starting from

F(k/N) as follows:

Fюрk=N Ю ј F рk=N Ю;

F рk=N Ю ю F ррk
1Ю=NЮ


751

752

754

716 0 to 1 and that is sampled at M equally spaced intervals

717 where M is the number of threshold levels. The threshold


F
рk=N Ю ј


2


.


756

718 values are equal to C Ж F(k/M) where 1 < k < M
1 and


On the other hand [25], considers to advertise the actual


757

719
C
is the link capacity. For example a linear function

720
F (x) = x will deﬁne M equally spaced threshold level.

721
The ﬁrst family that we have considered is a generaliza-

722 tion of the default threshold levels assumed in [25]. Accord-


value instead of a conventional value when a threshold is
758

crossed. When oscillating around a threshold value, for
759

example an increase threshold, a diﬀerent status will be
760

communicated each time that the threshold is crossed in
761
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769 where L+(k) and L
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770 crease threshold F+(k/N) and the decrease threshold F
(k/


[10] G. Apostolopoulos, R. Guerin, S. Kamat, S.K.Tripathi, Quality of
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Service Based Routing: A Performance Perspective, SIGCOMM
803

771
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1998.
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Let dibe the degree of node i, N be the number of nodes, D


[12] R.R. Irashko, W.D. Grover, M.H. MacGregor, Optimal capacity
808

placement for path restoration in STM or ATM mesh-survivable
809

774 be the average degree of a node; assume that originating


networks, IEEE/ACT Trans. on Networking, June 1998.


810

775 node is n1. The originating node will send d1copies of the


[13] A. Basu, J.G. Riecke, Stability Issues in OSPF Routing’’, SIG-
811

776 message. Each other node i will send di1 copies (the node


COMM, 2001.
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777 will not send the message on the receiving interface). Then:

XN
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